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2054
B.E. (Computer Science and Engineering)
Eighth Semester
Elective - IV

(CS-802C: Machine Learning and Computational Intelligence

Time allowed: 3 Hours

Max. Marks: 50

NOTE: Attempt five questions in all, including Question No. [ which is compulsory and selecting
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two questions from each Unit.
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Attempt the following:-

a) How do machine learning models handle different types of features, such as
numerical, categorical, and text?

b) In binary classification, what are some common metrics used to assess the
performance of a classification model?

¢) Compare and contrast the theoretical aspects of generalization and regularization in
machine learning.

d) Discuss strategies for preventing overfitting in regression models.

e)

Contrast the differences between hierarchical clustering and k-means clustering. (5x2)

UNIT -1

a) What is feature selection, and why is it important in machine learning? Discuss
common methods used for feature selection and their impact on model efficiency and
accuracy.

b) Compare the advantages and disadvantages of using geometric, logical, and

probabilistic models in various machine learning tasks. Consider factors such as

interpretability, scalability, and robustness. (2x95)

Discuss the phenomenon of overfitting in regression models. Identify common catalysts
for overfitting and explain how they can lead to poor generalization performance.

Propose strategies for detecting and mitigating overfitting in regression analysis. (10)
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