Time allowed: 3 Hours

and selecting tWo questions each from Section B-C.
X-X-X

Section-A

a) Differentiate between learning vs designing.

b) How do bias and variance play out in machine jearning?

e)Compare supervised, unsupervised and reinforcement |earning techniques.
.Section-B

examples of machine learning.

Vector Machine) can handle?
Section-C

Construct decision tree for following dataset.

¢) Explain following w.r.t Support vector machine---support vector and hyperplane.
d) Discuss advantages of Bayesian approach over ctassical,approach to probability.

a) Define machine learning. What are the major objectives of machine learnin
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g ? Discuss some | 6

b) What do you understand by term learning. Discuss priefly various machine learning models. : 4
a) Differentiate between binary and multiclass classification. 3
b) How to access classification perforrnance? Discuss with sultable example. 4
¢) Define linear regression. 1f you have only one independent vériab\e, how many coefficients will 3
you require to estimate in @ simple linear regression model?
Q4 | 2)Explain the training process of perceptron Setwork with help of suitable example. 16

b) Define Support vector machine. What aré the two classification methods that SVM { Support 4

a)
b) Discuss the essential steps of K-means algorithm for cluster analysis.

Discuss Generative and Jiscnminative approaches of probalistic models.

‘_Q'I a) Define reinforcement learning. What are the issues in reinforcement

overcome?

b) What are the basic differences petween Machine Learning and Deep Learning?
e e

learning? How they are
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