Exam.Codc:ﬂ‘)l()
. Sub. Code: 6781

rime allowed: 3 Hours
i

\ Max. Marks: 50
VOTE: Attempt five questions inaq
)

I, inclyg;
. » inclydi
two questions from each S, &

! & Questi :
ction, 0 on No. [y

hich is compulsory and selecting

(d) What is the Principle of Opti

(e) ;I);?_:\am the difference between explicit’ and implicit constraints using 8-queens
pro i ‘

mality?

Section— . R

Q2. (a) Solve the recurrence T(n) = T(W/n

be asymptotically tight.

(b) Solve the recurrence T(n) = 4T(n/2) + n’Ig n using master method. (5]
Q3. (a) Write QuickSort algorithm based on divide and

sorts the array A = [13, 19, 9, 5, 12, 8, 2, 6, 21]. Al

analysis of QuickSort algorithm. (5]

(b) Write a short note on Strassen’s Matrix Multiplication algorithm. How would you

modify the same to multiply n x-n matrices in which n is not an exact power of 2? Also

perform the space/time complexity analysis of 1% algorithm as well as the modified

algorithm. (5]

conquer strategy. Show how QuickSort
so perform the space/time complexity

Q4. (a) State the Greedy method based control abstraction for the subset panl'adigm. Apply it
to solve the Knapsack problem. Find an optimal solution to the knapsack instance n=7, m
=15, (p1, p2, . . . ,p7) = (10, 5, 15, 7, 6, 18, 3) and.(wl,wz, cey V?Iy) =(2,3,5, 7,. 1, 4,1).[5)
(b) Define a Spanning tree. Can Kruskal’s algorithm return different spanning tr.e_es for
the same input graph G? If yes, justify the same. Also show that 'for eac.h minimum
spanning tree T of G, there is a way to'sort the edges of G in Kruskal's algorithm so that

(5]
the algorithm returns T. :

Section— toi orithen
Subsequence. Also, design an algorithm to
5. i he problem of Longest Common : ‘
) f‘"?r:dotef::en?o:\gzsi monotonically increasing subsequence of n numbers. Find the runr;tsr;g
' i Igorithm. _
(b) \t;vf?if > the;;ﬁ::r: E‘:!IPaths for All pairs shortest path problem using dynamic
e an

i th is output for each pair
i i on AllPaths so that a shortest pa '
s o ming, MOCTY ths;rfg(;:w the space/time complexity analysis of the AllPaths

(5]

of vertices (i, j). Also T ;
algorithm as well as the madified algorithm.
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(2) |

ing backtracki
-queens problem using ng. Fu |
0 ite : ithm NQueens for n q legitimat .
* (ac)i \\;}f:;tePl:I;e?}igi;)rfL:nction so that it either return§ the nextomgm odate CE'“”‘“ Fan
i‘HLe Lal[mlue Mo'dify the complete n — queens SOIUt'(_)n to acc i © above alterey
strftkegy( Wi'H this alteration make the previous algorithm more efficient or not? JUStify
ervat 5 |
your observation. .
(b) Write the recursive backtracking algorlthm SumOfSub for sum of subsets problem, o
m = 35, run SumOfSub on the data
1.w={5,7,10,12, 15, 18, 20}
2.w={20, 18, 15, 12, 10, 7, 5}
3.w= (15,7, 20, 5, 18, 10, 12} |
Are there any visible differences in the computing time?

e p——

15
v believed relationship among P, NP, NP -
4]

plexity O(n) to determine whether there
I<=i<=n, that sums to m.

3]
c) Show that clique optimization problem reduces tg clique decision problem.

3]

7. (a) State your observation on the commonl
Complete and NP - Hard problems.

(b) Obtain a nondeterministic-\algorithm of com
is a subset of n numbers a;,

(




