Exam.Code:0920
Sub. Code: 6813
1058
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Time allowed: 3 Houyrg

Max. Marks: 50
NOTE: Attempt five questions in qj]

)

‘ including Question No. | which is compulsory and selecting
IWo questions from eqch Unit.

L Attempt the following:-

a) How classification performance can be assessed?

b) Compare linear tegression versus regularized regression.

¢) Define term 'mixture' in a Gaussian mixture mode]

d) Differentiate between Machine learning and Deep learning.

€) What is convolution layer in deep neural networks

IL.

b) How svm can perforin multiclass classification. (6,4)
UL a) How to Perform Feature Selection with Machine Learning Data. Discuss any two
method of feature selection in machine learning,

b) Write briefly case study of polynomial Regression. (6,4)

V. a) Whatis a support vector in a support vector machine? What would a diagram ook
| like for a support vector machine that has overfit the data?
b) Explain why the XOR function over two Boolean variab

les cannot be represented
by a singlc perceptron.

(3,5)

P.T.O.
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UNIT - 11

ectors whose distribution is modclled by a MiXtyre
any unknowns in all have to bc.csl.lmalcd T we
imate of the parameters of the distribution?

V. 1) Given d-dimensional feature v
ol multi-variate GGaussians, how m
arc doing a maximum likelihood cst

b) Discuss bricfly expectation maximization algorithm with suitable example? (5,5)

VI, a) Draw a decision tree for following dataset:-

Name | llduii;:‘-[_k“ghlm i Weight ; - Lbeation, Clags
A | Blonde . Average | Light | No Yes
s bemde Tl v | Yes | No
C " Brown Short | Average | Yes | No
D " Blonde Short _i Average | No | Yes
B ' Red  Average | Heavy | No___ _Yes,

I BJ:OWI] _.V_LH_“ _j'_ Heavy _No .. No
G | Brown  Average | Heawy | No__ | No
H | Blonde  Shom | _Light | Yes | No |

b) Write short note on following:-
i) Onlinc lcaring ii) Active learning c)Bagging and boosting (5,5)

VIL a) Apply K-means algorithm on given data for K 3. Use C, (2), (> (16) and C; (38)
as mitial cluster centers.
Data: 2.4,6.3.31.12,15,16,38,35,14,21.23,25,30.

b) What is Association rule? What are the Applications of Association rule mining?
Deline support and confidence in Association rulc mining. (6.4)
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